STABILITY OF SPECTRO-TEMPORAL TUNING OVER SEVERAL SECONDS IN PRIMARY AUDITORY CORTEX OF THE AWAKE FERRET
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Abstract—The steady-state spectro-temporal tuning of auditory cortical cells has been studied using a variety of broadband stimuli that characterize neurons by their steady-state responses to long duration stimuli, lasting from about a second to several minutes. Central sensory stations are thought to adapt in their response to stimuli presented over extended periods of time. For instance, we have previously shown that auditory cortical neurons display a second order of adaptation, whereby the rate of their adaptation to the repeated presentation of fixed alternating stimuli decreases with each presentation. The auditory grating (or ripple) method of characterizing central auditory neurons, and its extensions, have proven very effective. But these stimuli are typically used with spectro-temporal content held fixed over time-scales of seconds, introducing the possibility of rapid adaptation while the receptive field is being measured, whereas the neural response used to compute a spectro-temporal receptive field (STRF) assumes stationarity in the neural input/output function. We demonstrate dynamic changes in some parameters during the measurement of the STRF over a period of seconds, even absent of a relevant behavioral task. Specifically, we find small but systematic changes in duration and breadth of tuning of STRFs when comparing the early (0.25–1.75 s) and late (4.5–6 s) segments of the responses to these stimuli.
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The use of broadband sounds to characterize neural responses in the auditory pathway is well established. Several classes of stimuli have been developed to characterize cells in primary auditory cortex (AI) (Schreiner and Calhoun, 1994; Kowalski et al., 1996a; deCharms et al., 1998; Miller and Schreiner, 2000; Blake and Merzenich, 2002; Machens et al., 2004; Valentine and Eggermont, 2004). In particular, neural responses to the presentation of auditory gratings, which are well-structured broadband sounds whose spectro-temporal envelopes vary sinusoidally in (log) spectrum and in time, can be used to generate a spectro-temporal receptive field (STRF) through reverse correlation techniques. Using gratings of varying periodicities in both spectral and temporal axes, the neural encoding of dynamic spectral envelopes can be jointly characterized in these two dimensions. In addition to providing a characterization of the input–output transformation carried out by the auditory neuron being analyzed, the resultant STRF can be used to predict the neural response to the same and to novel stimuli (Kowalski et al., 1996b).

As an extension to this method, Klein et al. (2000) showed that this method of characterization can be used with composite stimuli, or temporally orthogonal ripple combinations (TORCs), which are sums of auditory gratings. This result required only the constraint that each of the component gratings in a TORC have a unique temporal periodicity, i.e. the component gratings were modulated distinctly in time. With the assumption of linearity, the neural response to each component grating was of the same periodicity as the grating. Therefore, the composite response to the TORC was separable by Fourier methods into the responses to each grating. Since multiple gratings were being presented concurrently, the obvious advantage of this method is in its reduction of the time necessary to characterize a neuron. We implement this method of characterization in the current study.

In this paper, cells in AI of awake ferrets (*Mustela putorius furo*) were adequately characterized by a set of grating stimuli with evenly spaced spectral densities and temporal angular frequencies. The typical range of spectral densities and angular frequencies that must be spanned in order to sufficiently probe an AI neuron’s response properties is known. However, given the non-deterministic nature of neural responses, the number of periods needed in order to get an estimate of the underlying probability density function governing neural firing is not a priori known. Given that the stimuli used are periodic, the duration of any sound can be extended until the characterization of the response for that stimulus is sufficiently stable.

Implementation of these sounds and other similar stimuli are of relatively long duration—generally seconds to minutes, and their spectro-temporal content is either fixed or changes slowly during the presentation. However, neurons in the central part of sensory pathways are thought to adapt in their responses to stimuli presented over extended periods of time. For instance, we have previously shown that neurons in AI display a second order of adaptation, whereby the characteristics of their adaptation to the continuous presentation of alternating long-duration grating stimuli, that differ in their modulation depth, change
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with each step-change in the modulation depth (Shechter and Depireux, 2006). Computation of the STRF—-and its subsequent usage in predicting responses—-assumes a time-invariant system, in other words stationary response properties.

Evoked potentials typically contain multiple components, some lasting up to several seconds (Wang et al., 2006). In this study, we test the assumption of the cell’s receptive field being stationary throughout the sound presentation used to characterize the cell. We apply previously described methods to characterize neurons in AI, but derive two receptive fields from the responses we obtain— which we call early and late STRFs. These STRFs are computed from two distinct time windows of the responses, the epoch closely following the onset of the sounds we use to measure STRFs, and an epoch a few seconds later, at which point the evoked potentials related to the sound onset have died out. Namely, the early STRF is computed from responses to the first fourth of the stimulus (0.25–1.75 s), and we compare it to the late STRF, which is computed from responses to the last fourth of the stimulus (4.5–6 s).

It is known that adaptation of neural output is not restricted to occur only in response to changes in the mean value of the input. For instance, neurons in the early visual pathway also adapt in response to changes in the variance (contrast) of input signals (Smirnakis et al., 1997), and neurons in the auditory pathway adapt to changes in the kurtosis (a higher moment statistics of the modulation envelope, Kvale and Schreiner, 2004). Adaptation has been shown to occur along different stations of the visual pathway, from the retina (Baccus and Meister, 2002) to primary visual cortex (Crowder et al., 2006) and higher (Kohn and Movshon, 2004). In this paper, we analyze the stability of the steady-state characterization of primary auditory cortical cells in response to sounds several seconds in duration.

**EXPERIMENTAL PROCEDURES**

**Surgical procedures**

Recordings were made from six awake, 3–12 month old, domestic ferrets (*Mustela putorius furo*) surgically implanted with chronic moveable multi-electrode arrays. A detailed description can be found in (Oubbins et al., 2007). Briefly, ferrets were anesthetized with halothane (3% induction, 1.75% maintenance adjusted to the electrodes in a honeycomb pattern over AI in such a way that the minimum distance between adjacent electrodes was 225 μm. The experimental apparatus and head post were fixed in place with additional dental cement. After surgery, the ferrets were given Bicamidine (1 mg/kg) and Baytril (0.2 mg/kg) for three recovery days before recording began. All surgical and experimental procedures were approved by the University of Maryland Animal Care and Use Committee and were in accord with NIH Guidelines on the care and use of laboratory animals.

**Neural recordings**

Recording sessions took place inside a double-walled sound booth (IAC, Bronx, NY, USA, noise isolation class of 70 dB). The ferret was placed in a comfortable holder, with its head fixed using the implanted head post to ensure the animal stayed within the calibrated sound field and to minimize movement noises. The animal was monitored through a closed-circuit video, and treats (e.g. Ferretone) were given between stimulus presentations to preserve wakefulness, as deemed necessary from the emergence of monitored slow-wave activity.

Recording sessions typically lasted 4–6 h. Neural activity was recorded with parylene-coated tungsten microelectrodes (initial impedance 3–6 MΩ at 1 kHz, shaft diameter 76 μm, Micro Probe, Inc., Gaithersburg, MD, USA). Electrodes were individually advanced by manually turning a screw (156 μm per turn). All recordings were marked with the depth relative to when spikes were first detected upon lowering the electrode bundle. Spike events were obtained by a simple level-crossing, set low enough to capture all spikes and usually some excursions of the evoked potential. Event times were assigned to the peak of the waveform with a resolution of 100 μs or 125 μs, depending on the session. The signal was bandpass filtered with low and high cutoff frequencies of 300 Hz and 3 kHz, respectively. After a recording session, events were sorted into classes using a modification of the MClust package (MClust, A. D. Redish), with the automated cluster cutter KlustaKwik (Harris and Redish, 2002) which uses a CEM algorithm (conditional expectation maximization) for which we use the Fourier transform, first and second principal components and energy of each event to classify spikes. Our threshold for event detection was set low such that we would have a large class of events we could reject as not being measurements of a neural spike. For an event to be classified as a neural spike, we required bi- or triphasic waveforms, with small variance, clear separation from neighboring cluster, and uniform presence throughout the duration of the recording session.

**Stimulus generation and presentation**

All stimuli were generated digitally in MATLAB (Natick, MA, USA), with custom software written by us, converted to an analog voltage (TDT RX6, Tucker David-Technologies, Alachua, FL, USA) at 100 kHz sampling rate, processed with an analog attenuator (TDT RX6, Tucker David-Technologies, Alachua, FL, USA) and 3 kHz, respectively. After a recording session, events were sorted into classes using a modification of the MClust package (MClust, A. D. Redish), with the automated cluster cutter KlustaKwik (Harris and Redish, 2002) which uses a CEM algorithm (conditional expectation maximization) for which we use the Fourier transform, first and second principal components and energy of each event to classify spikes. Our threshold for event detection was set low such that we would have a large class of events we could reject as not being measurements of a neural spike. For an event to be classified as a neural spike, we required bi- or triphasic waveforms, with small variance, clear separation from neighboring cluster, and uniform presence throughout the duration of the recording session.

**Stimulus set**

STRFs were measured with a set of TORC stimuli which were each 6 s in duration and seven octaves in bandwidth (Klein et al., 2000; Depireux et al., 2001). As mentioned earlier, the TORC stimuli are the sum of periodic auditory gratings—also called contra6si nduration and seven octaves in bandwidth (Klein et al., 2000; Depireux et al., 2001). As mentioned earlier, the TORC stimuli are the sum of periodic auditory gratings—also called
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in amplitude by its excursions away from the mean level of the stimulus (modulation depth ΔA, % of mean). Each of the grating components that make up a TORC has the same spectral density and depth, but differs in angular frequency, thus sampling a set of points in spectro-temporal parameter space with a single, complex sound. The TORC stimulus is built up from 100 component tones per octave. The amplitude S(x,t) of each component tone of frequency f, x = log₂(2f₀) and f₀ the lower edge of the spectrum, is adjusted at time t as

\[ S(x,t) = L[1 + \Delta A \sum_i \cos(2\pi(\Omega_i x + w_i t) + \phi_i)] \]  

(1)

for a linear modulation. S defines the spectro-temporal envelope of the stimulus. L is the average level of the stimulus (measured as the RMS of the stimulus with reference to a 1 kHz sine tone) and the \( \phi_i \) are the starting phases of each of the component gratings in the TORC. Since the tones that make up a grating are logarithmically spaced, the TORC does not elicit the perception of a pitch. The \( \phi_i \) in Eq. 1 are “optimized,” in the sense that their values are changed by a random search in parameter space until a set of \( \phi_i \) is found that minimizes the peakiness of the envelope, as measured by the peak to RMS ratio. Note that when both Ω and w are positive, the corresponding grating envelope travels toward the low frequencies.

**Computation of STRFs**

The derivation of the steady state STRF from TORC stimuli is now standard and will not be repeated here in full (Klein et al., 2000). Briefly, a reverse correlation method with the stimulus spectro-temporal envelope is used to obtain the STRF from the spike trains elicited by the stimulus. For each stimulus in the set, we generated another stimulus with an inverted spectro-temporal envelope (effectively, \( -\Delta A \) is replaced by \( -\Delta A \) in Eq. 1) so that to compensate for even-order non-linearities such as induced by half-wave rectification. In order to allow the responses to reach a steady-state, the analysis was started 250 ms following the onset of each stimulus, thereby removing the effect of level transients present at the onset of the stimulus. By dividing the response into four equal length segments, two STRFs were constructed using 1.5 s segments of the response: the first was taken early in the response (early STRF: from 0.25 to 1.75 s) and the second was taken later in the response (late STRF: from 4.5 to 6 s).

**SNR computation**

To determine the reliability of the STRF measured for the steady state response, we computed a signal-to-noise ratio (SNR) of the corresponding modulation transfer function (MTF, the two-dimensional Fourier transform of the STRF). The MTF is the dual representation of the STRF, where each (Ω, w) point is a complex number which represents the response of the neuron to an auditory grating with spectral density Ω (cycles/octave) and angular frequency w (Hz), see Eq. 1. The amplitude of the complex number is the corresponding amplitude of the response and the phase is the corresponding phase lag between stimulus and response. One hundred bootstrap estimates \( \psi(\Omega,w) \) were generated for each point of the MTF. Each \( \psi(\Omega,w) \) is an estimate of the MTF derived by choosing periods, with repetition, from the set of neural responses. The SNR of each point \( \text{SNR}_0.w \) was taken to be the average power divided by the variance of the estimates. The SNR of the STRF was computed as the power-weighted mean of the SNR at each (Ω, w) point. \( P_{0,w} \) is the power of the MTF at the point (Ω, w).

\[ \text{SNR}_0.w = \frac{\sum_{\text{bootstrap}} \psi(\Omega,w)}{\sigma^2_0.w} \]  

(2)

Only receptive fields which had an SNR > 0.5 for both the early and late time segments were included in the later analyses. There were no cells for which the early SNR was below 0.5 and the late SNR was above 0.5, and conversely.

**STRF measures**

We extracted several descriptive measures of the STRF features which allow us to quantify how those features evolve during the presentation of the TORC stimuli:

1. The peak spiking rate (the maximal value of the STRF).
2. The latency and duration of the STRF excitatory feature. The STRF latency was taken to be the delay at which the STRF attained its peak value, and the duration of the excitatory feature was computed to be the width at 50% of the peak value along the temporal cross-section containing the peak (Fig. 1, #1 and #3).
3. The best frequency (BF) and bandwidth of the STRF excitatory feature. The BF was taken to be the frequency for which the STRF attained its peak value, and its bandwidth was computed to be the width at 50% of the peak value along the spectral cross-section containing the peak (Fig. 1, #5 and #7).
4. The STRF envelope peak latency and duration. We computed the envelope of the temporal cross-section containing the peak of the STRF by taking the absolute value of its Hilbert transform. Its latency and duration were computed analogously to the measures computed in (2), only using the envelope and its peak (Fig. 1, #2 and #4).
5. The STRF envelope peak frequency and bandwidth. We computed the envelope of the spectral cross-section containing the peak of the STRF by taking the absolute value of its Hilbert transform. The envelope peak frequency and bandwidth were then extracted from the envelope as in (3) (Fig. 1, #6 and #8).
6. The total power (P).

\[ P = \sum_x \left| \text{STRF}(x,t) \right|^2 \]  

(3)

**MTF measures**

Several parameters have been developed to characterize MTFs (and their corresponding STRFs) and can be easily applied in the current situation (Depireux et al., 2001). Specifically, calling \( \Omega > 0 \), w > 0 quadrant 1 and \( \Omega < 0 \), w > 0 quadrant 2:

1. The breadth of tuning (\( \alpha \)) is a measure of how the power is spread around the center of mass of the absolute value of the MTF in each quadrant. The center of mass is computed in the standard fashion, where each point in the MTF is weighted by its power. If the cell’s tuning sharpens (or broadens), \( \alpha \) will decrease (or increase), respectively:

\[ \alpha = \sum_j \sum_i P_{i,j} \left( \frac{\Omega_i - \Omega_{\text{CM}}}{\Omega_{\text{max}} - \Omega_{\text{CM}}} \right)^2 \left( \frac{w_i - W_{\text{CM}}}{W_{\text{max}} - W_{\text{CM}}} \right)^2 \]  

(4)

where \( P_{i,j} \) is the power of modulation in response to a grating of (\( \Omega, w \)) characteristics, or in other words the square of the amplitude of the (\( \Omega, w \)) component of the MTF; \( \Omega_{\text{CM}}, W_{\text{CM}} \) are the MTF center of mass in that quadrant, and \( \Omega_{\text{max}}, W_{\text{max}} \) are the maximum spectral density and angular frequency tested, respectively.

2. The degree of inseparability (\( \alpha_{\text{SVD}} \)). We decompose each MTF into a sum of separable functions by singular value decomposition (SVD). The SVD method is now standard and is explained in detail in (Abdi, 2007). Briefly, the SVD of a
Fig. 1. STRF measures. This figure shows an example STRF with an excitatory center and mildly asymmetric inhibitory surround. The temporal and spectral cross-sections are plotted above and to the left of the STRF, respectively. The cross-sections of the STRF envelope are represented by the dashed line plotted with the STRF cross-sections. The STRF temporal (1–4) and spectral (5–8) measures are shown by their corresponding numbers on the cross-sections. The STRF is in spikes/(s · 1) and is computed per full (100% dashed line plotted with the STRF cross-sections. The STRF temporal (1–4) and spectral (5–8) measures are shown by their corresponding numbers on the cross-sections. The STRF envelope is represented by the

matrix produces a diagonal matrix \( \Lambda \) of the same dimension, with nonnegative diagonal elements \( \lambda_i \) in decreasing order, and unitary matrices \( U \) and \( V \) so that \( U \Lambda V^T \) is the original matrix. Specifically, SVD decomposes the MTF as

\[
MTF = U \Lambda V^T, \quad \Lambda = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_n), \quad \lambda_1 > \lambda_2 > \cdots > \lambda_n.
\]

(6)

Note that the columns of \( U \) are independent functions \( G_i \) of spectral density \( \Omega \), and the columns of \( V \) are independent functions \( F_j \) of angular frequency \( w \). We define

\[
\alpha_{\text{SVD}} = \frac{1 - \lambda_1^2}{\sum_i \lambda_i^2}.
\]

(7)

\( \alpha_{\text{SVD}} \) is therefore a measure of how much of the total MTF power is accounted for by the first singular vector. A value of 0 corresponds to a fully separable MTF, whereas values approaching 1 indicate an increasing level of inseparability.

3. The degree of direction selectivity (\( \alpha_d \)). We measure \( P_1 \), the total power in the first quadrant of the MTF (responses to down-moving gratings), and \( P_2 \), the total power in the second quadrant of the MTF (responses to up-moving gratings), and compute \( \alpha_d \) as:

\[
\alpha_d = \frac{P_1 - P_2}{P_1 + P_2}.
\]

(8)

A value of 0 indicates equal power in the two quadrants and therefore, no overall preference for up vs. down moving spectral envelopes. An absolute value of 1 indicates that all the power is contained in one quadrant, i.e., the cell is highly selective for direction of motion and responds only to up or down moving spectral envelopes.

4. The asymmetry of the spectral (\( \alpha_s \)) and temporal (\( \alpha_t \)) transfer functions around \( \Omega = 0 \) and \( w = 0 \), respectively. To further quantify the up vs. down asymmetry, we introduce these two indices, \( \alpha_s \) and \( \alpha_t \), which quantify how the asymmetry of the transfer functions arises with respect to the down-moving (quadrant 1) versus the up-moving (quadrant 2) components of the spectral-temporo envelope of sounds. We compute the cross-correlation

\[
\alpha_s = 1 - \frac{\sum_{\omega \in \text{down}} |G_1(\omega)|^2 - |G_2(-\omega)|^2}{\sqrt{\sum_{\omega \in \text{down}} |G_1(\omega)|^4 + \sum_{\omega \in \text{down}} |G_2(-\omega)|^4}}
\]

(9)

\[
\alpha_t = 1 - \frac{\sum_{w \in \text{down}} |F_1(w)|^2 - |F_2(w)|^2}{\sqrt{\sum_{w \in \text{down}} |F_1(w)|^4 + \sum_{w \in \text{down}} |F_2(w)|^4}}
\]

(10)

where \( F \) and \( G \) are the temporal and spectral functions of the MTF quadrants respectively, and the subscripts 1,2 indicate the quadrant for which they are computed. Values near 0 correspond to symmetric transfer functions, whereas values near 1 correspond to asymmetry of the corresponding spectral or temporal transfer function. It has previously been shown that steady state STRFs in AI of the ferret are by and large quadrilateral separable and temporally symmetric (Simon et al., 2007).

5. The center of mass of tuning \( \Omega_{\text{CM}} \). Complementing the sharpness of tuning, we analyze the spectral densities and angular frequencies which elicit the best responses. The center of mass is computed in the standard fashion, where each point in the MTF is weighted by its power.

6. The spectral density and angular frequency bandwidths. We extract the absolute value of the spectral and temporal transfer functions for each quadrant of the MTF. The bandwidths are measured at 75% the value of the peak.
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We extracted these measures for both the early and late STRFs. In order to assess whether there was a significant change between the values, we compared the measures of each STRF with a paired t-test. A significance threshold of $P<0.02$ was used.

**RESULTS**

Proximity to neural activity was recognized online during the recording session by monitoring the activity through an oscilloscope and an audio monitor. Neural activity corresponding to the auditory environment was first confirmed by responses to pure tone pips. TORC stimuli were then presented to acquire STRFs. Full analysis of the early (0.25–1.75 s) and late (4.5–6 s) segments of the responses to the TORCs was conducted offline, and only cells for which both early and late segments had an SNR which was greater than 0.5 were kept for further analysis.

Since our measures are centered on the peak of the excitatory features of the STRF, we rejected eight cells from our analysis which were primarily inhibited, i.e. most of the STRF was made up of a large negative feature. In all, we retained 78 cells.

**Magnitude measures**

We first compared the SNR of the early and late STRFs. This allowed us to assess whether the reliability of the response changed with increasing the presentation duration. The SNR did not change significantly between the two conditions (Fig. 3C). Therefore, subsequent measures of the two conditions were directly comparable, and would not be influenced by a change in the reliability of responses. While the overall power in the STRF did not change significantly between the early and the late STRF (Fig. 3B), the peak value generally increased, with a sample mean increase of 2.8% ($P<0.02$) (Fig. 3A). $\alpha_d$, which measures how power is spread in the MTF, did not change significantly between the two epochs. Two related power measures, $\alpha_{SVH}$ and $\alpha_{SF}$, which measure the degree of inseparability and the degree of direction selectivity, respectively, were also shown not to change significantly from earlier to later times in the response (Fig. 3D–F).

**Temporal measures**

The latency to the peak of the STRF corresponds to the lag between the occurrence of modulation at the cell's BF to the corresponding modulation in neural response it evokes or to the peak of its envelope. With increasing stimulus time, the latency did not change significantly (Fig. 4A). However, the duration of the excitatory feature (peak) increased by 4.8% ($P<0.02$) from early to late, corresponding to a longer duration in which the cell responds to modulation at its BF (Fig. 4B). This change was also reflected in the envelope of the STRF feature, which became wider, but did not reach significance. Analogously, the center of mass of the MTF shifted to smaller angular frequencies by 1% (Fig. 4D); this trend, however, only approached significance ($P=0.09$). The angular frequency bandwidth of the MTF did not change significantly (Fig. 4C). Finally, there was no significant difference between
values of the temporal symmetry measure \( \alpha_s \) for the early or the late STRFs (Fig. 4E). It is interesting to note that 91% of cells had values of \( \alpha_s \) which were smaller than 0.4 for both time periods, in good agreement with (Simon et al., 2007).

**Spectral measures**

Between the two analysis conditions, the BF of the STRF (the frequency at which the peak of the STRF occurred) did not change significantly (Fig. 5A). However, the bandwidth, which was measured at half the peak value along the spectral cross-section of the STRF corresponding to its latency, decreased by 5.2% \((P < 0.02)\) from the early STRF to the late STRF (corresponding to a narrower range of frequencies which elicit responses when modulated) (Fig. 5B). As was the case for the temporal measures, the corresponding STRF envelope measures for peak frequency and bandwidth did not change significantly. Reflecting the change in bandwidth, the center of mass of the MTF shifted to larger spectral densities by 3.3% \((P < 0.02)\) (Fig. 5D); in contrast to the angular frequency shift, this was a significant change. With the shift in center of mass, the spectral density bandwidth remained unchanged from early to late time periods in the response (Fig. 5C). No significant changes were observed for values of the spectral asymmetry index \( \alpha_s \) (Fig. 5E).

**DISCUSSION**

We have shown that receptive fields obtained using sounds lasting several seconds show a systematic change in the duration and bandwidth of their excitatory peaks. The remaining measures examined here remained stable.

**Relation between STRF and MTF measures**

The analysis conducted in this paper includes measures pertaining to the STRF and its two-dimensional transform, the MTF. Since these are two dual spaces, there are corollaries of the findings with regard to the STRF in the MTF measures, and vice versa. Our main observation is that when the latter part of the responses to TORC stimuli is analyzed, the excitatory feature is longer in duration and narrower in spectrum as compared with analysis of the earlier part of those same responses. This effect could be mirrored by changes in the MTF in a number of ways. Ultimately, these changes would involve a shift of power in the MTF toward lower angular frequencies and higher spectral densities. In accord with this, we find that the center of mass of the late MTF shifts to lower angular
frequencies and higher spectral densities, without a change in the spread of power around the center of mass (as measured by $\alpha_0$). That $\alpha_0$ did not significantly change was confirmed by measurements of the angular frequency and spectral density bandwidths, which do not change significantly from early to late epochs.

**Magnitude of changes**

The changes we see in the STRF are small in magnitude (e.g. 4.8% for duration, 5.2% for bandwidth). However, these changes are reliable in the population, and therefore constitute a significant effect. At the same time, many measures characterizing the response on average remain unchanged from earlier to later times during the stimulus presentation. This suggests that long duration sounds (on the order of 6 s, as presented in this study) produce sufficiently stable responses for most applications of the STRF. This being said, it is important to note that the SNR—which is a measure of the reliability of observed responses—remains unchanged in the early and late epochs. This suggests that prolonged acquisition of data does not improve (but also does not deteriorate) our results significantly. This also implies that the optimal number of sound presentations should be obtained from an on-line continuous estimation of the SNR reaching a stable value.

We also compare these early and late SNRs to the SNR measured from the entire duration of the stimulus. There is not a significant change between either early or late SNR to the full SNR, suggesting that responses are equally reliable at all times during the stimulus presentation. Since in electrophysiological experiments, stimulus presentation time is a valuable resource, this has strong implications. Shorter duration sounds should be sufficient for characterizing the response properties of neurons in AI; of course, this does not preclude from the use of longer durations either. Given that the STRF is used to characterize the steady-state properties of neurons, it is important to know how steady the steady-state properties are. On the other hand, when using short duration sounds of the order of seconds, the analysis is started after the first period (250 ms) following the onset of each stimulus. During this initial time, the tuning is still stabilizing to the content of the stimulus. Our study shows that the use of stimuli that last several seconds is generally justified. Therefore time can be gained by the use of these longer sounds and minimiz-
Fig. 5. Spectral measures. (A) There was no significant difference between the BF measured in the early STRF and that measured in the late STRF. (B) The bandwidth of the excitatory feature decreased (with a mean decrease of 5.2%) from the early to late STRFs (P < 0.02). (C) No significant differences between early and late STRFs were measured by the bandwidth of the MTF spectral transfer function. (D) The MTF spectral density center of mass increased with a mean of 3.3% (P < 0.02). (E) There were no significant changes in the asymmetry of the MTF spectral transfer function between early and late STRFs.

Inhibitory STRFs

The majority of our neurons have the “classical” STRF, with a main excitatory feature and an inhibitory surround which is smaller in magnitude. With the SNR criterion used in this paper, eight cells (about 10%) displayed an STRF for which the main feature is a prominently inhibited region. For these eight cells, the peak of the absolute value of the STRF corresponded to an inhibitory region of the STRF. In all eight cases, the STRF displayed either a large inhibitory region followed by a smaller excitation, or only inhibition. Correspondingly, the cells’ inhibitory region was very broadly tuned over several octaves, and all showed some level of direction selectivity. The particular, unique, features of these inhibitory STRFs require a separate analysis; however, their small number precludes the feasibility of a statistical analysis and therefore they were not included in the dataset.

Plasticity vs. adaptive changes

The changes we observed in the STRFs were in naive listeners, with no behavioral paradigm. Previous literature has examined the dynamics of auditory cortical neurons (Irvine, 2007; Weinberger, 2007), and in particular the changes in STRFs associated a listening task after training: in particular, Fritz et al. (2005) reported a temporal sharpening of the excitatory peak of the STRF and a commensurate increase in angular frequency in the MTF center of mass, by measuring the response of a sequence of sounds made up of TORCs similar to the ones used here, interspersed with a target pure tone. The experiments are quite different since they show a change in STRF properties following several minutes of behavioral response, whereas we show systematic changes over a few seconds of continuous sound presentation, change which resets itself between sound presentations. We note that the magnitude of the observed changes is opposite in direction between their plasticity and our adaptation experiments. We further note that the observed effect (except for the sign) is on the same order as the magnitude although...
we obtain ours without the introduction of a behavioral task during the sound presentation.

**CONCLUSION**

In conclusion, we show that spectro-temporal tuning, as measured by the STRF or its dual, the MTF, is relatively stable over several seconds, although a few parameters change in a systematic way. While details should depend on the intended application of the STRF, the appropriate method of characterization, and in particular sounds of appropriate durations, should be used.
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